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1  Introduction
With the advancement of wireless communication technology, more and more devices 
are finding usage among people. Hence, the demand for the frequency spectrum too 
increases rapidly. However, the radio resources are not available in an unlimited way. 
These resources being scarce have to be used efficiently in order to accommodate more 
and more devices. But for various reasons, these resources, mainly the frequency spec-
trum, are not entirely used or are not being used efficiently as suggested by many stud-
ies. To address this issue, cognitive radio (CR) technology has been developed. CR is a 
dynamic paradigm that allocates the available radio resources efficiently to the devices 
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looking to communicate [4]. This technology caters to the efficient use of the limitedly 
available frequency spectrum. An important functionality in CR technology is spectrum 
sensing.

Spectrum sensing is an important functionality of CR technology. This process con-
tinuously monitors a selected bandwidth or channel in the frequency spectrum to check 
for vacancy. These vacancies present in the channel are called spectrum holes. By lev-
eraging the use of these spectrum holes, we improve the utilization of the spectrum 
[2]. Hence, it is important that the spectrum sensing technique performs effectively so 
that it finds these spectrum holes and this can be used by the CR technology to accom-
modate the new devices looking to communicate. CR technology assumes two kinds of 
bands: a licensed band and an unlicensed band [6]. Users who own a band in the spec-
trum become licensed users of the band and are entitled to use the band at any time, 
and hence, these users are called primary (PU) users as shown in Fig. 1. Other users who 
look to use any available band are referred to as secondary users. Since the primary users 
do not always use their licensed band, these bands can be used by the secondary users 
to communicate [3]. These gaps in these licensed bands can be identified by spectrum 
sensing algorithms. The effectiveness of the spectrum sensing algorithm becomes very 
important so as to find the gaps effectively and maximize the use of the unused channels 
when not in use by the primary users. Spectrum is one of the functionalities of CR tech-
nology. It has three other main functions—spectrum mobility, spectrum management 
and spectrum sharing. There are several spectrum sensing methods such as matched 
filter detection, cyclo-stationary detection, waveform detection algorithm and many 
more. Among all of the available spectrum sensing algorithms. The most popular is the 
energy detection algorithm (ED). The ED algorithm has gained popularity because of its 
less complexity compared to the other algorithms [15]. Research is carried out on this 
algorithm in different ways to improve its performance in different conditions, as the 

Fig. 1  Illustration of cognitive radio network
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algorithm is not performing well under all the cases, especially in the lower SNR regions, 
that is when the power of the noise is as significant as the PU signal. However, studies 
have helped develop improved versions of the algorithm that perform much better than 
the conventional ED (CED) system. Yet, there is still scope to take this system ahead in 
terms of its performance.

In today’s world, the need to solve a variety of complex real-world problems more 
efficiently and accurately than their conventional counterparts is important. On this 
account, machine learning has been nearing its pinnacle for over a decade in the field 
of research and development. Also, with the rise of heavy-duty computational chips 
embedded within the smallest of electronic devices, the computational power required 
for edge machine learning (ML) has only been getting more reliable for incorporation. 
This scenario also applies to wireless communication technologies. In the vast field of 
communication technologies, there are countless research projects going on for the 
incorporation of ML into the older and more conventional methods to improve perfor-
mance and efficiency so as to meet real-world market demands. Therefore, we have used 
ML to improve the performance of the energy detection method in the lower ranges of 
SNR value used in CR networks [1]. This paper discusses a solution that uses K-near-
est neighbours (KNN) classification algorithm to classify PU signals from noise. Using 
MATLAB software, signals were simulated and their properties were extracted based 
on the detection. These properties are the features used for training the KNN model. 
After training and hyperparameter tuning, the model was evaluated and tested with an 
unknown dataset. The complete ML process was conducted using Python programming 
language.

2 � Literature review
Analysis of energy detection techniques was studied and analysed in many research 
cases. Energy detection technique though being one of the simplest and well-perform-
ing spectrum sensing techniques, required further attention to improve its performance 
under low signal-to-noise ratios [2]. There was further discussion of how fading, shad-
owing, and concealed terminal issues affected detection performance [4]. Despite a thor-
ough analysis of energy detection methods, this study was unable to pick up PU signals 
at low SNR levels due to high levels of noise density. Further studies were carried out 
with this motive and several techniques had been introduced to improve the perfor-
mance with their own merits and demerits. In [6], to sense spectrum pivoted on detect-
ing power in the ambiance of Rayleigh fading was narrated. The mathematical equation 
in closed form for AWGN as well as Rayleigh channels was derived together with the 
respective detection probability as well as false alarm probability related to SNR. The 
outcomes of theoretical computations and simulations were compared. This study’s com-
parison revealed that Rayleigh channels had a lesser likelihood of picking up a primary 
signal than AWGN channels. The findings of this investigation demonstrate that the 
detection probability increased along with the SNR value. Also, it was clear that a rise in 
the likelihood of a false alert improved detection efficiency. [2] had discussed the effects 
of introducing entropy techniques in energy detection algorithms. Here by taking a large 
number of samples from the received signal at low SNR values the distribution curve 
could be assumed to be a Gaussian curve. This enabled the author to choose one among 
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the many methods of entropy. For example, entropies related to Gaussian distribution 
or uniform distribution. All the test statistics and other parameters were estimated as 
Gaussian distribution and the conclusions were made. This did a slight improvement in 
the lower SNR regions. The recent advancements in this field led forward with the help 
of ML. In the study conducted in [1], training of models of ML was done utilizing the 
characteristics of power of the system’s primary client as well as the rest of the clients 
available inside the system. The effort to improve was performed by incorporating ML 
algorithms to discover the network’s operational characteristics. This system served to 
be a discriminating one to distinguish among SU, PU as well as an interfering one of 
potential type in the study. Hence, such a study was satisfying the interferences min-
imization effort while maintaining the CED’s sensitivity. However, the study does not 
usage of characteristics other than power to determine presence of PU signal. In recent 
times, KNN algorithms were utilized in major areas in the field of electronics and com-
munication for their simplicity and adaptability. This was shown in [7], where authors 
had improved the diagnostic accuracy of power transformer faults using the KNN clas-
sification algorithm through optimization. An equally important advantage of the KNN 
was the ease of hyperparameter tuning as they had only two major parameters to tune. 
The aforementioned study and [8] incorporated hyperparameter tuning extensively to 
improve the detection accuracies of the model in various other fields of electronics and 
communication. These researches have galvanized to work with the KNN model in the 
present research in the hopes of improving the detection capability of the ED system.

The research gap that was found in the following literature review is that a majority of 
the research focusses only on a tight bound of SNR ranges. This could improve research 
focus; however, the main conundrum is detecting the PU signal at extremely low SNR 
values. The conventional noise cancellation does not work at very low SNR values as 
there is lots of signal interference resulting in lots true negative values. Also, the previ-
ous researches have also not considered on how to incorporate machine learning in the 
practical applications as they are too complex to carry out. In our approach, it is much 
easier to extract signal properties in the practical standpoint, since they can be made as 
modules, and with the advent of transfer learning, we can improve the speed of training 
algorithms by using pre-trained algorithms. In overall sense, our research shows a much 
greater promise for practical applicability.

3 � Contribution of this paper
To sense the spectrum is a function of vital concern in the networks of radio of cognitive 
type. Among the schemes that are different that are available for spectrum sensing, energy 
detection has been the more recent and more sophisticated method for various reasons 
[13, 14]. However, the conventional and its improved versions (entropy method) have 
performed satisfactorily well under higher SNR ranges, but the performance of the same 
methods is very poor for low ranges of SNR. The purpose of this research is to develop 
an effective energy detection system by incorporating machine learning. The capability 
of machine learning to find complex relations between multiple independent variables, 
especially supervised learning, has brought great performance improvement in various 
domains. Many research was conducted in bringing machine learning to energy detection 
in past years, where the signals are taken directly training and predictions for detection of 
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PU. However, none of them approach in a discrete like in our research, wherein we extract 
properties of the signal and those become the independent variables for the machine lean-
ing algorithm. After many trials with many models, we have chosen the K-nearest neigh-
bour algorithm, that performs with high accuracy (detecting for the presence or absence of 
primary user signal in the channel) consistently at all ranges of SNR. The proposed system 
in this paper improves spectrum sensing in CR networks and thereby helps in the effective 
usage of the limitedly available frequency bandwidth used for communication.

4 � Methodology
4.1 � System model

The method for detecting power, a popular method to sense the spectrum, is employed in 
this study for sensing the frequency band. Following is the block diagram showing how the 
ED model works in Fig. 2 [22].

The signals that went via BPF (utilized for variance of noises normalizing as well as for 
noises energy minimizing) with W as bandwidth, initially get squared utilizing a device of 
square-law [9, 10], followed by a sum (integration is done for obtaining a continuous signal) 
across the observed period T to determine the received signal energy. The received energy 
of the signal also known as the test statistics is given as:

n order to establish whether a licensed user is present, the summation’s output (or inte-
gration) comparison is done with a threshold predetermined λ [25].

The energy detection model concludes between two hypotheses, as shown below:

where g(n) is the AWGN noise signal, pu(n) is the primary user signal, and s(n) is the 
received signal. Here, hypothesis H1 is an indication of the existing primary user signal 
and H0 indicates its absence [11].

4.2 � Entropy method (ED + EN)

Among the different kinds of methods for entropy, namely uniform distribution entropy 
and Gaussian distribution entropy, the latter has been chosen. This is because on observ-
ing the signal at high sample rates, the received signal tends to become a Gaussian curve. 
This occurrence can be clarified by the Central Limit Theorem in statistics, which asserts 
that the distribution of the sum or average of a large number of independent, identically 
distributed random variables converges to a normal (Gaussian) distribution, irrespective of 
the original distribution of the variables [14]. When a signal is sampled at a high rate, each 

(1)E(s) =
1

N
|s(n)|2

(2)s(n) =

{
H0 : g(n)
H1 : pu(n)+ g(n)

Fig. 2  Block diagram of CED
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sample can be seen as an independent random variable. With an increase in the number 
of samples, the distribution of the overall signal tends to mimic a Gaussian curve [26]. As 
shown in the flowchart in Fig. 3, the Gaussian PDF is computed for test statistic T(s). The 
result of this PDF is later fed into the discrete entropy method, H(x), and the resulting value 
is compared against the threshold for detection.

This addition of the entropy technique to the ED system has resulted in the reduction 
of Pf, therefore improving the detection accuracy at low SNR ranges [24].

On studying the energy detector, it becomes evident that the system is incapable of 
detecting the primary user (PU) signal existence in a highly noisy environment, i.e. dur-
ing small SNR ranges [16, 17]. In the instant of such range, while the power of the PU 
signal is similar to that of the noise, the CED system cannot differentiate between the 
two signals. Moreover, the uncertainties of the noise characteristics further degrade the 
performance of the CED [20]. Therefore, to improve the CED’s performance, we propose 
a novel system using KNN.

4.3 � Proposed model: usage of K‑nearest neighbour algorithm

The k-nearest neighbours (KNN) algorithm, a cornerstone in supervised machine learn-
ing, operates on the principle of proximity-based prediction. In the training phase, KNN 
memorizes the entire dataset, and during the prediction phase, it identifies the k-nearest 
neighbours to a given data point in the feature space. The algorithm’s strength lies in 
its simplicity and interpretability, making it particularly well-suited for scenarios where 
decision boundaries are irregular. However, its efficiency is effective on careful consid-
eration of parameters such as the number of neighbours (k) and the choice of distance 
metric. KNN has demonstrated success in various real-world applications, including 

Fig. 3  Block Diagram explaining the process of EN in ED + EN
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image recognition and healthcare. The proposed technique is aimed to improve accu-
racy in the detection of PU signals using the KNN machine learning algorithm.

First, the data for model training are collected in a scenario-based approach. It is 
assumed that the noise in a particular environment is generally static and consistent.

Equation  (3) shows the training data D used in the research, and Eq.  (4) shows the 
representation of each sample of the data of size 64,000. It consists of 15 fields, out of 
which 14 fields have properties of the signal and the 15th column contains the Boolean 
value of whether the PU signal was present. The (x, y) are the pairs of inputs such that 
xi =

(
x1i′x

2
i , . . . , x

14
i

)
 as they are 14 properties that were extracted from the signal and 

yi = {0, 1} is the target variable that represents the detection of PU signal. When the 
target variable results in “0”, it depicts the H0 hypothesis, meaning that the signal is 
composed of only the general AWGN signal, g(n) . The target variable “1” depicts the H1 
hypothesis, which is an additive result of the primary user, pu(n) signal and g(n).

where P() is a custom-built function that extracts various properties of the signal and 
these properties are the features that are used to train the machine learning model. 
Equation (4) represents how the dataset was built for supervised learning. The first case 
would be a signal with noise and that be 1 (TRUE) value, the second case would be to 
have only noise that would be 0 (FALSE) value.

Figure 4 represents the methodology of the proposed model implemented using MAT-
LAB and Python programming language. The dataset was constructed using MATLAB. 
The primary user signal generated for the dataset consisted of 1000 samples of varying 
amplitude within a constrained range. To these primary user signals, random AWGN 
signals were added in a varying SNR range of − 25 to − 10  dB. This is to replicate the 
different SNR values in the environment. For each SNR value, 1000 Monte Carlo simula-
tions were generated [19]. The properties of all these signals were extracted and stacked 

(3)D = {(x1, y1), . . . , (x64000, y64000)} ⊆ R14 × C2

(4)
�
x, y

�
∈ D =







32000 samples
� �� �
�
P
�
pu(n)+ g(n)

�
, 1
�

�
P
�
g(n)

�
, 0
�

� �� �

32000 samples

Fig. 4  Block diagram showing the methodology of the proposed system
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into arrays thereby producing a dataset of 64,000 samples. Before feeding the dataset 
into the KNN model for training it has to be transformed. The values of all the features 
are scaled and standardized evenly.

Equation  (5) shows the pipeline T (x) that consists of standard scaling and variance 
thresholding. Standard scaling scales all the features xi and standardizes them evenly 
using the mean µ and standard deviation σ . The variance threshold was built to auto-
matically drop the low-variance features that do not contribute to the decision-making 
process of the model [21]. The second segment of Eq.  (5) shows the variance formula. 
This is a particularly important pipeline as the KNN algorithm is known to perform 
poorly in the presence of irrelevant features or improperly scaled features.

The dataset was generated in such a way as to satisfy various values of low ranges of 
SNR to improve the model’s performance.

K-nearest neighbour is a supervised learning algorithm that uses distances about a sin-
gle data point to make predictions. k is the number of neighbouring points whose dis-
tances from the test point are considered for training and prediction. The value is solely 
based on the dataset, and a higher value is useful for data with high noise and outliers.

such that 
(
x′, y′

)
∈ D − Nx

Equation  (6) is about the overall general process of K-nearest neighbour algorithm 
during the training process. Nx , which is the set of k neighbouring points from dataset 
D . It is built on the condition that the points that are in D and not in Nx have a distance 
greater than the point in Nx that has the largest distance from x . Here |Nx| = k , and for 
our research, values of k were tried from 11 to 300 (randomly). distc() is the distance 
function and c = {Euclidean,Manhattan,Minkowski} . In our research, we tried these 
3-distance metrics to find the best results.

Equation (7) shows Euclidean distance. This distance shows the shortest path between 
the two points in space. d denotes the dimension of the vectors x and x′ such that d < 14 
due to the dropping of features during variance thresholding.

Equation (8) shows the Manhattan distance. This distance measures the absolute dif-
ference between the two points in space. It is used as a distance metric in KNN as it pro-
duces a grid-like paths which can shape the decision boundary in a unique way.

Equation (9) shows Minkowski distance. This distance is a generalized version of dis-
tance metrics which has a power parameter p.

(5)T (x) =

{
(xi − µ)

σ

∣
∣
∣
∣

∑
n

i=1
(xi − µ)

n− 1

}

(6)Nx =
{(

x′′, y′′
)
:
(
x′′, y′′

)
∈ D, distc(x, x′) ≥ max

(
distc

(
x, x′′

))}

(7)disteuclidean(x, x′) =

√
√
√
√

d∑

i=1

(xi − xi′)
2

(8)distmanhattan(x, x′) =

d∑

i=1

|xi − xi′|
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The KNN classifier K(x) is defined as the most frequent class found in the Nx.

K(x) is the uniform KNN classifier which does not consider the distance in general 
for prediction. Kw(x) is a weighted KNN that considers weights (weights are assigned 
to each point such that they are inversely proportional to the distance from the query 
point) and predicts with respect to the weighted condition. The equation is given by

where F() is the distance weighted voting function and W  is the weights vector that con-
tains weights corresponding to each neighbour point in Nx.

Algorithms 1, 2, and 3 showcase how machine learning is incorporated in the energy 
detection algorithm. Pipeline([]) function takes in the standard scaler and variance 
threshold transformations in the single pipeline and the pipline.transform() function 
takes in xi and performs the respective transformations and produces and clean input 
array for training the model. The model.predict() takes an input dataset and makes a pre-
diction using the trained model model.

Algorithm 1  Construction and Training of the KNN model

Algorithm 2  Energy Detection using KNN for a single signal

(9)
distminkowski

(
x, x′, p

)
=

p

√
√
√
√

d∑

i=1

(
xi − x′i

)p
, p ≥ 1

distminkowski

(
x, x′, 1

)
= distmanhattan

distminkowski

(
x, x′, 2

)
= distEuclidean

(10)K(x) = mode(
{
y′′ :

(
x′′, y′′

)
∈ Nx

}
)

(11)Kw(x) = F
({

y′′ : wi

(
x′′, y′′

)
∈ Nx,wi ∈ W

})
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Algorithm 3  Energy Detection performance measurement for the proposed KNN model
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5 � Results and discussion
The dataset D (Eq. 3) is a training dataset that is used to train the KNN model. The direct 
approach of training will not provide ample data about the best parameter to be used to 
attain the best performance. For this purpose, the work used Grid Search Cross-Valida-
tion Technique to train many instances of KNN for different parameter combinations 
[8]. Table 1 contains simulation parameters that were used for the research.

In our research, we have considered 3 parameters: number of neighbours k , distance 
metric c , and the type of KNN t , for hyperparameter tuning to find the most suitable 
parameter set that produces the best accuracy.

Each of them is a vector and to find the model with the highest performance, we must 
try all the combinations of (k , c, t) . The performance metric that is used for training is 
detection accuracy.

Since the higher the accuracy, the better the model. Therefore, we use the argmax 
function. Now say G() is a function that gives the training accuracy of KNN defined 
using p , q , and r . The final equation to find the best KNN classifier is

Equation (12) runs a total of 
∣
∣k
∣
∣ · |c| · |t| = 8 · 3 · 2 = 48 iterations to find the best-per-

forming model.
Figure 5 shows the best combinations of parameters among the 48 other combinations 

for the model. The k value of 200 along with the Manhattan distance metric and uniform 
KNN type performed better by a slight margin than the weighted KNN.

This KNN estimator was finalized for testing.
An out-of-sample dataset was fed into the trained KNN model, and the binary predic-

tions were collected (1 indicating the presence of PU signal and 0 indicating its absence). 

k = {10, 30, 50, 100, 150, 200, 250, 300}

c =
{
Euclidean,Manhattan,Minkowski

}

t = {1,W }

(12)

arg max
p∈k ,q∈c,r∈t

G(p, q, r)

=
{
p, q, r ∈ k , c, t|∀(u, v,w) ∈ (k , c, t) : G(p, q, r)

≥ G(u, v,w)}

Table 1  Simulation parameters

Parameters Values

SNR variation  − 25 to − 10dB

Channel AWGN

Transformation techniques Standard scaling, variance thresholding

Algorithm K-nearest neighbours

No of neighbours 10, 30, 50, 100, 150, 200, 250, 300

Distance metrics Euclidean, Manhattan, Minkowski

Algorithm type Uniform KNN, weighted KNN
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The classification results given by the model were compared against the actual results to 
calculate various performance measures.

Figure  6 compares the validation and out-of-sample testing accuracy of the best-
performing KNN model. Table 2 shows the various performance measures of the KNN 
model, namely the accuracy, F1 score, and ROC–AUC score.

Detection accuracy, also called classification accuracy, is the most basic performance 
metric for a classifier model. It measures the number of correct predictions out of the 
total predictions.

Accuracy gives an overview of how well the model is performing. The proposed KNN 
model performs with an accuracy of 94.58 during the testing phase. But to get a more 
accurate measurement, we work with F1 score and ROC–AUC score.

(13)accuracy =
correct predictions

total predictions

Fig. 5  Bar graph depicting KNN accuracy for 4 selected hyperparameter combinations

Fig. 6  Bar graph depicting the testing accuracy and validation accuracy of the best-performing KNN model

Table 2  Performance metrics of the best KNN classifier for validation and testing data

Accuracy F1 score ROC–AUC score

Validation data 94.90 94.87 94.83

Testing data 94.58 94.46 94.50
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F1 score is a combination of the precision and recall scores. The precision score is 
the accuracy of all the positive predictions the model has predicted. Recall is the ratio 
of the positive instances that are correctly detected by the classification model. It is 
also called sensitivity or the True Positive Rate. Equations (14) and (15) show the for-
mula of precision and recall, respectively.

Precision shows the ability to classify classes model correctly, while recall shows the 
efficiency of the classification. Since both are crucial to understanding the model well, 
the harmonic mean of precision and recall is the F1 score as shown in Eq. (16).

This is because a regular mean treats all values equally, the harmonic mean gives 
weight to the lower values. This means that the F1 score is high only if both the recall 
and precision scores are high thereby giving a more effective metric for analysing the 
KNN model. The proposed KNN model produces a convincing F1 score of 94.87 and 
94.46 in its validation and testing phases, respectively.

The ROC–AUC is usually derived from the area under the ROC curve. The ROC 
curve shows the performance of a model at all classification thresholds. The curve is 
plotted using true positive rate (TPR), which is the recall and false positive rate (FPR).

A perfect ideal classifier gives a ROC–AUC score of 1, and a purely random clas-
sifier has a score of 0.5. The proposed KNN model gives a ROC–AUC score of 94.83 
and 94.50 in its validation and testing phases, respectively.

Figure 7 shows the confusion matrix of the KNN model laid out on a heat map. The 
confusion matrix provides insights on how well the model performs in terms of true 
negative, false positive, false negative and true positive. The dimension of the matrix 
depends on the number of classes to be classified, and in this case, it is a 2 × 2 matrix.

The CED and other optimized versions of the system perform satisfactorily well in 
the higher ranges of SNR. Hence, this paper only focuses on analysing and improving 
its performance in lower SNR ranges (between − 25 and − 10dB). The performance of 
the CED system and CED system with entropy technique can be seen in Figs. 8 and 
9 [5]. It can be easily seen that the performance of CED is very poor compared to the 
ED + EN system [23]. Though, the entropy technique too has been incorporated into 

(14)precision =
TP

TP+ FP

(15)recall =
TP

TP+ FN

(16)F1 = 2 ∗
precision ∗ recall

precision+ recall

(17)TPR =
TP

TP+ FN

(18)FPR =
FP

FP+ TN
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the CED system to improve its performance in the lower SNR ranges, but still its per-
formance has only gone up by 18.4% [2].

Figure 10 shows the performance of the KNN model, against the performance of CED 
and ED + EN. Upon observation, it can be seen that the model has performed far better 
than the existing systems. Moreover, it has performed very well throughout the entire 
range of SNR values. This can be confirmed by also observing that the false positives and 
the false negatives have been reduced down to nearly 2.5% for the KNN model as shown 
in the confusion matrix in Fig. 7. The reduction in these values indicates a drop in the 
false alarm’s probability in the system proposed thereby showing that the system in the 
proposal functions better. When comparing the result with [1], the model is performed 
much better at low sample size of 64,000. Their performance is 83.9%, while the pro-
posed model gives out a 94.5% accuracy. The novelty of the model is that we have built 
the model with 14 features, which are properties of the signal.

Fig. 7  Confusion matrix of the KNN classifier

Fig. 8  ROC plot of SNR (dB) versus Pd for ED
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So far, we have been observing the SNR vs Probability of detection graph to con-
duct the performance analysis of the CED, ED + EN and the proposed KNN model. 
Another approach by which we study the performance of the conventional and the 
proposed model is by plotting the false alarm probability vs. the detection probability 
graph.

Figure  11 compares the operating characteristics of the KNN model against the 
operating characteristics of the conventional and ED + EN model at a higher SNR 
value of -10dB. At this value, all the systems perform satisfactorily well with the KNN 

Fig. 9  ROC plot of SNR (dB) versus Pd for CED and ED + EN

Fig. 10  ROC plot of SNR (dB) vs Pd for ED and ED + EN against KNN model
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model having a slight edge over the others. We can also infer that the conventional 
models seem to perform well under the higher values of SNR (dB).

However, at lower SNR values, the performance of both the conventional and the 
entropy systems drops drastically, while the KNN model clearly outperforms the 
former models which becomes evident from Fig.  12. Hence, we can conclude from 

Fig. 11  ROC plot of Pfa vs Pd for all systems (CED, EN + ED and KNN) at SNR = − 10 dB

Fig. 12  ROC plot of Pfa vs Pd for all systems (CED, EN + ED and KNN) at SNR =  − 25 dB
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Figs. 10, 11 and 12 that the proposed system shows high levels of detection accuracy 
and is an effective system for spectrum sensing in CRN at extremely low SNR ranges.

This paper contributes towards the improvement of the detection system by incor-
porating machine learning to detect PU signals in the environment. Although, having a 
minor trade-off in the complexity of the proposed model in terms of computation power, 
it is negligible when compared to the improved detection precision of the PU signal.

The processing time for the 3 simulations was performed on the out of sample dataset 
as shown in Table 3. CED and ED + EN is much faster as it only requires to calculate 
energy of signal and then a comparison logic to find if PU is present or not. In case of 
KNN model, the model has to be trained. The training for 64,000 samples took 20.56 
min. Once the model has been trained, each prediction takes similar time to predict the 
detections. This difference in detection for the proposed KNN model does not outweigh 
the performance of the model. The model needs to be trained only once after which the 
model can be saved for practical purposes.

6 � Conclusion
This paper provides a system that outperforms the conventional energy detector (CED) 
and its optimized counterparts (entropy method), especially in the low ranges of SNR 
values. This system is developed by incorporating ML, wherein many different mod-
els were trained to improve the performance. Out of them, the KNN algorithm, which 
was the best-performing model, was incorporated into the CED system [12]. The sys-
tem detects the presence of PU signal with high precision both in the lower and higher 
ranges of SNR. This newly proposed system takes in different properties of the signal as 
features and learns to distinguish these signals between a PU signal and a noise signal 
[18]. The KNN algorithm is chosen for the research as it is widely known for its simplic-
ity and adaptability. However, it comes under the lazy learning category of algorithms. 
It stores the whole dataset during the training stage, thereby increasing the training and 
prediction time and consuming lots of memory. Moreover, when implemented for real-
world purposes, the KNN model must be trained individually to understand the specific 
noise characteristics for each environment. An efficient method to solve this concern 
would be to use transfer learning using a base model. It will be evaluated in the future 
works of this study. In the ever-so changing world, dealing with the dynamic nature of 
the wireless channel, which constantly changes in practice, poses a significant challenge 
in wireless communications [27]. Machine learning techniques that this research pro-
posed itself are a good start into finding intelligent solutions for this challenge. There 
are various other capabilities of machine learning like transfer learning (as mentioned 
before), dynamic channel modelling, deep learning and even generative machine learn-
ing, that could enhance wireless communication in much efficient way even as the 

Table 3  Simulation time of various detection methods over an out-of-sample dataset of 30,000 
samples (s)

CED ED + EN KNN

Training – – 1233.6

Calculation/prediction/detection 5.42 5.89 8.28
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communication mode keep evolving. These approaches enable systems to make intel-
ligent decisions in real-time, enhancing the reliability and performance of wireless com-
munication systems in dynamic environments.
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