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Abstract 

Integrated sensing and communication (ISAC) has been a promising technique 
in various wireless communication applications. In this paper, we investigate a beam-
forming design method based on ISAC waveforms in unmanned aerial vehicle (UAV) 
communications. An integrated state prediction and beamforming design framework 
is presented. We utilize the target states from sensing algorithms to improve the pre-
diction performance. Based on the predicted states, we formulate the mathematical 
form of the communication interruption probability. To enhance the beamforming 
performance, we propose a design approach that satisfies both sensing and communi-
cation metrics and the communication interruption constraints. We show that the pro-
posed method achieves robust communication under the integrated state prediction 
and beamforming design framework. Simulation results show that by using the ISAC 
signal, our method significantly lowers the communication interruption probability 
in the beamforming process and achieves better communication performance.

Keywords: ISAC, State prediction, Interruption probability, Beamforming

1 Introduction
As a promising technique, integrated sensing and communication (ISAC) has attracted 
much interest in the next generation of wireless communications. With the growing 
intelligence of people’s daily life and industrial production, it is a common scenario that 
both high-rate communications and high-accuracy sensing are needed [1]. ISAC can 
realize both functions with one waveform and one set of hardware equipment. Conven-
tionally, researches on the two fields rarely intersect. The spectrum resources dedicated 
for sensing and communications are usually separated to avoid interfering with each 
other. But in recent years, more and more scenarios with both needs have emerged. For 
example, when multiple unmanned aerial vehicles (UAVs) team up and perform tasks 
in unknown environments, the UAVs need to sense the environment in real time while 
maintaining seamless communications with the controller or each other to guarantee 
timely offloading and scheduling. Other scenarios like smart factories or autonomous 
driving also call for joint use of the two modules. On the other hand, the ever-increasing 
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wireless communication applications have crowded the existing allocated frequency 
bands and led to that the commonly used bands tend to shift to higher frequencies, for 
example, millimeter-wave bands [2]. It is noted that these bands are often used for high-
resolution short-range sensing, for example, millimeter-wave radars [3]. Consequently, 
people begin to investigate the integration of sensing and communication in one system, 
i.e., the ISAC system. It is an effective solution to alleviate the possible spectrum tension 
and reduce the hardware overhead in these cases. It’s envisioned that ISAC will support 
various applications ranging from sensing-assisted beamforming, millimeter-wave chan-
nel estimation to cooperated sensing.

Some early work has been done in radar to realize sensing and communication with 
one waveform. The typical method is to embed the communication information into 
radar waveforms and realize message transmission during detection. For example, 
the authors in [4] used the differential quadrature reference phase shift keying 
(DQPSK) method to encode data streams and modulate chirp signals to support 
the multifunctionality of military radio frequency (RF) subsystems. To avoid mutual 
jamming, the authors in [5] utilized different pseudo-noise (PN) codes to spread digital 
streams and used the obtained waveforms for sensing. However, the radar-signal-based 
methods are far from meeting the practical communication needs since the modulations 
based on the traditional radar waveforms are pretty inefficient. Therefore, ISAC attracted 
little interest in academic research or industrial production in the early years. Later in 
2011, the authors in [6] proposed an insightful method that performs a sensing algorithm 
on orthogonal frequency division multiplexing (OFDM)-modulated communication 
signals. It proves that the OFDM signals, while satisfying existing protocols, have 
pretty acceptable sensing performance. Henceforth, methods that utilize or adjust 
communication signals for sensing to realize ISAC start to get attention. Given that the 
preambles of communication frames often have good correlation properties, the authors 
in [7] proposed to utilize the preamble in IEEE 802.11ad WLAN standard for range 
and velocity estimation. The method is shown to support Gbps data rates and cm-level 
sensing resolution at the same time. Considering the similarity in the use of antenna 
arrays, the authors in [8] enabled both multiple-input multiple-output (MIMO) radar 
detection and multi-user multiple-input multiple-output (MU-MIMO) communication 
in one system by designing the conventional communication beamforming matrix to 
match the radar beam pattern. In summary, plenty of simulated and practical results 
have confirmed ISAC’s practicality in the next generation wireless communications.

When it comes to high-frequency communications, a massive multiple-input 
multiple-output (mMIMO) system is often adopted to avoid severe channel loss. 
Meanwhile, the mMIMO technique can also help to measure the target angle during 
sensing and realize MIMO radar function when needed [9]. So quite a portion of 
research on ISAC is based on mMIMO assumptions. Although it can provide high-
rate and high-resolution sensing, the pencil-like beam link is easily interrupted by 
misalignment, especially when the target is moving. So, a robust beamforming design 
is needed to adjust the transmission beam to the right direction. Traditional beam 
alignment methods are typically based on location information provided by the 
target’s global positioning system (GPS) [10, 11]. The base node then predicts the 
target’s location and forms a directional beam. But the GPS-based method has some 
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inherent drawbacks. It has relatively low precision and is vulnerable to be blocked. 
Besides, it needs a maintained uplink channel to receive the target’s GPS message. 
This leads to possible additional overhead and may cause the expiration of the 
location information. In this way, ISAC could be a competitive technique for beam 
alignment. On the one hand, it does not need the satellite’s assistance, so it performs 
well in blockage scenarios, such as indoor navigation or relays. On the other hand, 
ISAC can acquire relatively fresher and higher precision information than GPS. 
Most importantly, it is a proactive method that can significantly reduce the uplink 
overhead.

As mentioned above, millimeter-wave communication, with its abundant spectrum 
resource, is adopted increasingly in UAV communications [12–14], where antenna 
arrays and beamforming techniques are often introduced to provide beamforming 
gain. While millimeter-wave experiences severe fading and high penetration loss, 
UAVs serving as aerial access points can significantly enhance the coverage and 
quality of communications [15]. In this paper, we focus on the scenario where 
the UAV serves as an aerial access point providing high-reliable and low-latency 
communications, while maintaining a robust beamforming link to the base station 
(BS). However, the mobility of UAVs can still cause frequent channel variations. 
Therefore, a robust beamforming algorithm is required to counteract the frequent 
channel variations caused by 3-dimensional (3D) narrow beams and the rapid 
movements of UAVs [16–18]. While ISAC-based beamforming, with its fast updates 
and less uplink overhead, can become a competitive method. Some researches have 
been conducted on ISAC-based beamforming [19, 20]. But these studies are mainly 
investigated in street scenarios, where an ISAC module is mounted on the roadside 
unit (RSU), performing sensing-assisted beam alignment to the automobile on the 
road. In this paper, we apply the ISAC technique to UAV communications. Compared 
to the street scenario, the mobility of UAVs is much higher. While the motion model 
of the automobile is approximately one-dimensional along the road, UAVs can move 
in any three-dimensional direction in the air. It makes the state prediction more 
complicated. Meanwhile, communication with UAVs is more likely to be interrupted 
due to larger beam space and higher mobility, which is also the focus of our work. We 
aim to mitigate these frequent interruptions with the proposed ISAC method. The 
main contributions of this work are summarized as follows:

• An innovative integrated state prediction and beamforming design framework 
based on ISAC are proposed, to solve the interruption problem in UAV 
communications. It combines the sensing algorithm and the communication 
interruption analysis, and realizes improved link robustness.

• A new state prediction scheme is presented, where additional information from 
the radial velocity is introduced. We utilize the coupling of the three-dimensional 
velocities to achieve better estimations of the target’s states.

• The interruption probability is accordingly formulated to measure the perfor-
mance of beamforming, considering both the misalignment and the communica-
tion outage. An analytically solvable form of the interruption probability is derived 
based on the predicted states.
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• A robust beamforming scheme is designed, which satisfies the given interruption 
constraints, along with both sensing and communication metrics. The beam 
pointing direction, beamwidth, and time fraction of the preamble are optimized 
simultaneously.

The remainder of this paper is organized as follows. An ISAC-based beamforming model 
for UAV communications is presented in Sect.  2. States prediction and interruption 
analysis are discussed in Sect. 3. In Sect. 4, a robust beamforming design is introduced. 
Numerical results are presented in Sect. 5. Conclusions are drawn in Sect. 6.

2  Methods and system model
In this section, we provide a model that the BS communicates with the target UAV in the 
mm—Wave band with a massive Nx × Nz—uniform planar array (UPA). The UAV serves 
as an aerial access point t providing high-reliable and low-latency communications. To 
be brief, we refer to them as the base node and the UAV node in this paper. To maintain 
a high-throughput communication link, the base node forms a 3D analog beam toward 
the UAV node. While the high mobility of UAV plus the narrow beam may cause the 
link to be unstable, we introduce an ISAC-based beam design algorithm to improve the 
beamforming performance.

As shown in Fig. 1, we put the base node at the Cartesian coordinate origin (0, 0, 0), 
which forms a beam pointing at direction (θvB, θ

h
B) . We further denote the position of 

the UAV node as (x, y, z). Our aim is to efficiently predict the state of the UAV, analyze 
the interruption probability of the communication link, and adjust the beam to realize 
robust beamforming. We first provide the general framework of our ISAC-based beam-
forming system.

2.1  General framework

This framework is primarily structured on the standard beamforming procedure [21], 
with the proposed ISAC method embedded. It can be divided into the following five 
processes:

Fig. 1 ISAC-based beamforming model



Page 5 of 24Zhang et al. J Wireless Com Network         (2023) 2023:88  

(a) Initial access
Initially, we need to establish a directional communication link between the base node 

and the UAV node. At this time, we do not have the prior of the UAV’s position or the 
channel state. State-of-art beam training algorithm, for example, in [22], can be used to 
accomplish the initial access process.

(b) Transmission/receiving echoes
Once the transmission link is established, the base node starts to send ISAC signals to 

the UAV node. While part of the signals are received by the UAV node, some signals are 
reflected back to the base node. These echoes contain information of the UAV’s motion 
state, which can be utilized for the state prediction.

(c) State prediction
Through radar algorithms, the UAV’s state of motion, i.e., angle, distance, and radial 

velocity, is obtained from the ISAC echoes. Based on the specific motion model, the base 
node can predict the UAV’s state in the next frame.

(d) Interruption analysis
Since the prediction is not accurate, and the transmission beam can only cover a limited 

area, the communication link is easily interrupted. To measure the beam alignment 
performance, we further formulate the communication interruption probability based on 
the prediction results.

(e) Beamforming design
With the aforementioned interruption analysis, we introduce a set of beamforming 

design criteria in our model. It not only considers the interruption probability but also satis-
fies both sensing and communication metrics.

This process is subsequently performed through (b)–(e) looping. If an interruption 
occurs, the process is restarted from (a).

2.2  Signal model

As shown in Fig. 2, we choose the preamble-based form of the ISAC technique since it is 
easy to implement in practice. We denote i as the frame index and T as the frame length, 
which is pre-set as a constant. Each frame consists of two blocks, a preamble block, and a 
transmission block. The preamble block is used to allocate resources and estimate the chan-
nel states for communication purpose and obtain motion states for sensing purpose. The 
transmission block is used to send messages as usual. We denote the length of the preamble 
block as Tp and the transmission block as Td , where T = Tp + Td . With T fixed, Tp and Td 
can be adjusted for better sensing and communication trade-off.

Fig. 2 Frame structure
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In this paper, we mainly focus on the one-to-one scenario, which can easily be extended 
to multi-target ones. We denoted the data stream generated at the ith frame as si(t) and the 
transmitted waveform at the base node as follows:

where fi(t) ∈ C
NxNz×1 is the analog transmit beamforming vector, which is used to adjust 

the pointing direction of the analog beam and t ∈ [0,T ] denotes the time in one frame.
(a) Communication signal model:
Since the communication target is a UAV, the channel is dominated by the LoS 

channel. Therefore, the channel matrix can be expressed as follows:

where hi is the flat fading channel coefficient. νc,i is the phase offset due to the Doppler 
shift and aht (θv , θh) ∈ C

1×NxNz is the array response vector. θv , θh denote the polar and 
azimuthal angles, respectively.

The channel coefficient hi in (2) is formulated as follows:

where αc = �ej2π�d/4πd [23] is the path loss. � is the wave length, and d is the target 
distance. hr , hp represent the normalized multipath fading and the pointing errors [24]. 
The subscript i on the right side of (3) has been omitted for brevity.

Since the communication link is dominated by the LoS channel, hr in (3) is 
considered as Rician fading model and given as follows:

in which K is the ratio between the power in the LoS path and the power in the non-LoS 
(NLoS) paths. hnLoS denotes the Rayleigh fading channel accounting for NLoS compo-
nents, which is assumed to be a circularly-symmetric complex Gaussian (CSCG) ran-
dom variable [11].

The pointing error hp in (3) is caused by the UAV deviating from the beam center of 
the BS node. According to [25], hp is formulated as follows:

where A0 is the fraction of the collected power with no deviation at distance d, r is the 
distance of deviation from the center, and weq is the equivalent beamwidth. Let

with a being the aperture of the receiving antenna and wd being the radius of the 
transmitting beam footprint at distance d, A0 and w2

eq are then calculated as follows:

(1)xi(t) = fi(t)si(t)

(2)Hi = hie
j2πνc,ita

h
t (θv , θh)

(3)hi = αchrhp

(4)hr =
K

K + 1
+

1

K + 1
hnLoS

(5)hp = A0 exp

(

−
2r2

w2
eq

)

(6)u =
√
πa

√
2wd
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where erf(·) is Gauss error function.
Then, the received signal at the UAV node can be expressed as follows:

where nc,i is additive complex Gaussian noise that follows CN
(

0, σ 2
c,i

)

 . pi is the transmit 
power. Mt = Nx × Nz is the number of transmit antennas.

(b) Sensing signal model:
When signals are transmitted to the UAV node, some signals are reflected back 

and received by the receive array at the base node. These signals contain information 
about the target’s motion states and can be used to improve the performance of 
states prediction and beamforming design. Similarly, the sensing channel matrix is 
constructed as follows:

in which βs is the sensing channel coefficient that is expressed as βs = �
√
σRCS/8π

3
2 d2 

[26]. σRCS is the target’s radar cross-section. νs,i is the Doppler shift and ahr (θv , θh) is the 
receive array response vector.

Since the ground-to-air channel is sparse, we assume that the reflected signal is 
dominated by the echo from the target UAV and other unrelated noise. Therefore, the 
received echo at the base node is expressed as follows:

where ns,i is additive complex Gaussian noise that follows CN
(

0, σ 2
s,i

)

 . Mr is the number 
of receive antennas, and τi is the time delay.

2.3  Beam model

As shown in Fig. 3, we model the beam as a uniform cone beam to simplify the beam-
forming design. That is, in the cone-shaped beam coverage, the gain is a fixed value; 
otherwise, the gain is approximately zero. Therefore, besides the beam pointing direc-
tion (θvB, θ

h
B) , we further define the 3D beam width as ψi and the beam coverage area as 

BCi . The detailed mathematical form of BCi is analyzed in the following section.
Based on the cone-shaped beam pattern assumption, we further define the 

beamforming gain as follows:

in which GBm,i is inversely proportional to the square of beamwidth and is much larger 
than GBs,i . The received communication at the UAV node and the reflected sensing signal 
at the base node could be reformulated, respectively, as follows:

(7)A0 = [erf(u)]2, w2
eq = w2

d

√
πerf(u)

2u exp (−u2)

(8)yc,i(t) =
√
pi
√

MtHixi(t)+ nc,i(t)

(9)Hs,i = βse
j2πνs,itar(θv , θh)a

H
t (θv , θh)

(10)ys,i(t) =
√
pi
√

MtMrHs,ixi(t − τi)+ ns,i(t)

(11)GB,i =
{

GBm,i, (θv , θh) ∈ BCi

GBs,i, else
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where we replace the array directional gain part with the assumed beam gain.

2.4  Measurement model

The preamble part is used for parameter estimation due to its good correlation property. 
Therefore, we mainly focus on echoes of the preamble part in (13)

As for the interference caused by echoes of data blocks, we assume it is perfectly 
canceled by the state-of-art successive interference cancelation (SIC) technique [27]. 
Meanwhile, We assume the channel coefficients and target states to be invariant during 
a frame. Thus, we can use the parameters in the current frame to do the predictions and 
design in the next frame.

After match-filtering (14) with delay and Doppler grid, we get that

where Gmf  is the total gain after match filter, [l, m] is the range and Doppler bin, and 
ns,i[l,m] is the noise on the [l,m]th bin. Based on (15), we can obtain the time-delay τi , 
and Doppler shift νs,i by searching the peek of the grid after eliminating the clutter’s 
interference. The distance di and radial velocity vri  can then be calculated by

(12)yc,i(t) =
√
pi
√

Mthie
j2πνc,it

√

GB,isi(t)+ nc,i(t)

(13)ys,i(t) =
√
pi
√

MtMrβse
j2πνs,itar(θv , θh)

√

GB,isi(t − τi)+ ns,i(t)

(14)y
p
s,i(t) =

√
pi
√

MtMrβse
j2πνs,itar(θv , θh)

√

GB,is
p
i (t − τi)+ ns,i(t)

(15)ys,i[l,m] = Gmf

∫ Tp

0
s
p
i (t − τi)s

p∗
i (t − τ [l])ej2π(νs,i−ν[m])tdt + ns,i[l,m]

(16)di =
τi × c

2

Fig. 3 Cone beam model
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where c is the speed of light, and fc is the frequency of the carrier.
In addition, the orientation angle of the target UAV could be obtained by the multiple 

signal classification (MUSIC) algorithm, which is known to have superior performance 
for angle estimation.

In practice, the tracking of the UAV and the beamforming algorithms is both 
performed at the base node, which requires only one additional antenna array to receive 
the sensing echoes compared to conventional UAV communications. The additional 
array can also be used to receive regular communication signals in the uplink process. 
Due to the high precision positioning of the base station, the frequency and accuracy 
requirements for UAV self-positioning have also been reduced, which decreases the 
payload and overhead of the UAV to some extent.

3  State prediction and interruption analysis
In this section, we utilize the states obtained in Sect. 2 to predict the UAV’s motion state 
at the (i + 1) th frame and derive the mathematical form of interruption probability. We 
denote the UAV’s motion state at the current frame as xi =

[

θhi , θ
v
i , di, v

h
i , v

v
i , v

r
i

]

 , each of 

which stands for azimuthal angle, polar angle, distance, azimuthal velocity, polar 
velocity, and radial velocity separately.

3.1  State prediction

To achieve predictive beamforming, we mainly focus on θhi+1, θ
v
i+1 and di+1 among them. 

Based on the obtained motion states at the current frame, we have

Through the sensing algorithm, we can only obtain θhi , θ
v
i  , di, vri  and other states at past 

epochs, but not the specific value of vhi , v
v
i  . That means, we can derive a straightforward 

value of di+1 , but for θhi+1, θ
v
i+1 we cannot. So, our first goal here is to provide additional 

information to θhi+1, θ
v
i+1 based on the measured value at hand. That is, we need to build a 

relationship between vhi , v
v
i  and other states in xi.

Ideally, the object’s radial and tangential velocities are orthogonal and therefore, 
cannot be connected mathematically. But in reality, the target’s 3D velocity changes are 
usually coupled. So, to fit the actual movement model of the target UAV, We make the 
following assumptions about the three-dimensional motion of the target [28]:

(a) Horizontal model In the 2D X-Y plane, the target UAV keeps moving at a constant 
speed. That is

(17)vri =
νs,i × c

2fc

(18)

di+1 = di + vri × T

θhi+1 = θhi + vhi /di × T

θvi+1 = θvi + vvi /di × T

(19)vp ∼ N

(

v
p
i−1,

(

σ p
)2
)
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where vp denotes the component in the horizontal plane of the UAV’s speed. N (·) denotes 
the normal distribution. The subscript i − 1 means in the (i − 1) th frame. To be brief, the sub-
script i of parameters in the current frame is omitted here and below.

(b) Vertical model In the Z direction, the target UAV maintains a slowly changing velocity 
motion model. That is

where vz denotes the component in the vertical direction of the UAV’s speed.
Meanwhile, we assume that the change of vp is orthogonal to that of vz . In such scenarios, 

the UAV moves mainly in a horizontal plane and has little or limited vertical maneuver. Our 
work is easy to be extended to scenarios with other motion models since what we need is to 
bring more information to the tangential velocity vhi , v

v
i  based on a coupled motion model.

With the above assumptions on the motion model, we can construct the relation-
ship between the two systems using the velocity synthesis formula as follows:

where v represents the overall scalar velocity value.
Based on the transformation relationship between the Cartesian coordinate system 

and the spherical coordinate system, we can also construct projection transformations 
of the UAV’s 3D velocities as follows:

where vr , vv , vh represents the UAV’s radial, polar tangential, and azimuthal tangential 
velocity in the spherical coordinate system, and (θv0 , θ

h
0 ) is the orientation angle of the 

UAV node at the current frame. vx, vy, vz represent the UAV’s velocity components of the 
three dimensions in the Cartesian coordinate system. From the first row in (23), we can 
derive that

in which D = − cos θh0
sin θh0

,E = − cos θv0
sin θv0 sin θ

h
0

, F = vr

sin θv0 sin θ
h
0

 . Bring (24) into the last two rows 

in (23), then, we can obtain the following distributions

The value of vr can be obtained with sensing algorithms. And the distribution of vz is 
assumed as (21). Combining (19) (20) (21) and (24), we can also obtain the distribution 
of vx . Therefore, the distributions of vh and vv can be determined as f1 and f2.

(20)
(

vp
)2 =

(

vx
)2 +

(

vy
)2

(21)vz ∼ N

(

vzi−1,
(

σ z
)2
)

(22)v2 = (vr)2 + (vv)2 + (vh)2 = (vx)2 + (vy)2 + (vz)2

(23)







vr = vx sin θv0 cos θ
h
0 + vy sin θv0 sin θ

h
0 + vz cos θv0

vv = vx cos θv0 cos θ
h
0 + vy cos θv0 sin θ

h
0 − vz sin θv0

vh = −vx sin θh0 + vy cos θh0

(24)vy =
vr − vx sin θv0 cos θ

h
0 − vz cos θv0

sin θv0 sin θ
h
0

= Dvx + Evz + F

(25)
vh = f1

(

vx, vz , vr
)

vv = f2
(

vx, vz , vr
)
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Substituting (25) into (18), we can further derive the distributions of θhi+1
 and θvi+1 . 

Besides the value of di+1 , we can now bring more information to the state prediction 
procedure with the deduced distributions of θhi+1 and θvi+1.

3.2  Interruption analysis

In this subsection, we will investigate the occurrence of communication interruption 
when communicating with the target UAV via beamforming. Typically, an 
interruption occurs when the base node cannot form an acceptable communication 
link toward the UAV node; that is, the communication SNR is lower than the needed 
threshold γth . We define the communication interruption probability as Pint and the 
success communication probability as Psuc . Taking the beam alignment gain into 
account, we can get that

in which γc means the communication SNR. H0 denotes successful beam alignment, and 
H1 denotes beam misalignment.

In our scenario, successful beam alignment refers that the target UAV is within the 
beam coverage, that is

Correspondingly, H1 is represented as follows:

According to (12), we can obtain that

Based on the aforementioned cone beam assumption, GB,i+1 is assigned as follows:

where GB0 is normalized beamforming gain.
Then, we can derive that [29]

where Q1 is Marcum’s Q-function, and σq is the Rician Channel coefficient. Combining 
(29), (30), and (31), we can obtain the two corresponding conditional probabilities in 
(26).

(26)Psuc = 1− Pint = P(H0)P(γc > γth|H0)+ P(H1)P(γc > γth|H1)

(27)
(

θvi+1, θ
h
i+1

)

∈ BCi+1

(28)
(

θvi+1, θ
h
i+1

)

/∈ BCi+1

(29)
γc =

∣

∣

√
pi+1

√
Mthi+1e

j2πνc,i+1t
√

GB,i+1

∣

∣

2

σ 2
c

=
pi+1Mth

2
i+1GB,i+1

σ 2
c

(30)GB,i+1 =

{

GB0

ψ2 , (θv , θh) ∈ BCi+1

0, else

(31)P(γc > γth) = Q1

(√
γc

σq
,

√
γth

σq

)
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In the previous subsection, we have derived distributions of the target’s angle 
(θvi+1, θ

h
i+1) , which can be used to enhance the prediction performance. According to 

(27), the relationship between alignment probability and derived distributions is for-
mulated as follows:

Meanwhile, there is P(H1) = 1− P(H0)

The Eq. (32) means that the alignment probability P(H0) is defined as the total probability 
of the distributions of the target’s angle, which is outside the beam coverage. According to 
(32), P(H0) is affected by the beam direction, beam width, and other parameters of sensing 
and communication.

To guide the beamforming design, first, we need to obtain the specific form of (32) that 
could directly construct the relationship between P(H0) and the beamforming design 
parameters. Since the integral region BCi+1 is conical, it takes work to solve the integration. 
So, we perform a coordinate system rotation, after which the beam direction (θhB , θ

v
B) is 

positioned at the z-axis direction. That is, all coordinates in the original coordinate system 
are rotated around the z-axis by θhB , then around the y-axis by θvB , both clockwise. To be 
concise, we omit the frame index i + 1 . After the coordinate transformation, the beam 
coverage region in the new coordinate system is denoted in the spherical coordinate system 
as follows:

or in the Cartesian coordinate system as follows:

in which P′ =
[

x′, y′, z′
]T denotes the transformed coordinate of the target. We further 

denote the original coordinate as P = [x, y, z]T . And the coordinate rotation matrix R is 
formulated as follows:

where R
(

Z, θh
)

 represents a clockwise rotation around the z-axis by θh , followed by 
R
(

Y , θv
)

 , which is a clockwise rotation around the y-axis. Then, we left-multiply the 
original coordinates with rotation matrices in the rotation order.

(32)P(H0) =
∫∫

BCi+1

p
(

θhi+1

)

p
(

θvi+1

)

dθvi+1dθ
h
i+1

(33)BC ′ =
{

θ ′v , θ
′
h|θ

′
v <

1

2
ψ

}

(34)BC ′ =
{

x′, y′, z′|z′ tan
(

ψ

2

)

>

√

x′2 + y′2
}

(35)

R = R
�

θvB, θ
h
B

�

= R
�

Y , θv
�

R
�

Z, θh
�

=





cos θvB 0 − sin θvB
0 1 0

sin θvB 0 cos θvB









cos θhB sin θhB 0

− sin θhB cos θhB 0
0 0 1





=





cos θvB cos θ
h
B cos θvB sin θ

h
B − sin θvB

− sin θhB cos θhB 0

sin θvB cos θ
h
B sin θvB sin θ

h
B cos θvB




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Combining (34), (35) and (36), we can derive a solvable integral region form

where g0
(

θh
)

 and g1
(

θh
)

 are the corresponding lower and upper bounds of θv.
The detailed derivation is shown in Appendix A.
After the coordinate system transformation, the conical integral region is converted 

to explicit limits of θhi+1, θ
v
i+1 . Therefore, the integral limits in Eq. (26) are clarified. But 

we still do not know the specific form of θhi+1 and θvi+1 ’s distributions. In the previous 
subsection, we have proved that the distributions of θhi+1 and θvi+1 can be determined 
by parameters at hand but are difficult to write explicitly. So, we derive it backward. 
Substitute (18) into (26), there is

After layers of transformation from θhi+1, θ
v
i+1 to vp, vz , a solvable form of P(H0) is 

eventually derived that

The detailed derivation is shown in Appendix B.
Subscribing (39) into (26), we can now formulate the relationship between the inter-

ruption probability with beam direction, beamwidth, and other parameters.

4  Beamforming design
In this section, we introduce a robust beamforming design satisfying both sensing 
and communication metrics, along with the proposed communication interruption 
constraints. Our beamforming design problem is expressed as 

(36)P′ = R
(

Y , θv
)

R
(

Z, θh
)

· P = R
(

θvB, θ
h
B

)

· P

(37)BC =
{

θv , θh | g0
(

θh
)

< θv < g1

(

θh
)

, 0 < θh < 2π
}

(38)P(H0) =
T 2

d20

∫ β1

β0

∫ α1

α0

p0

(

vv , vh
)

dvhdvv

(39)

P(H0) = (A0B1 − A1B0)
T 2

d20

∫∫

D1

p
(

vp
)

p
(

vz
)

vp
√

(

D2 + 1
)

(vp)2 − E2(vz)2 − 2EFvz
dvpdvz

(40a)max
Tp ,θB ,ψ

R

(40b)s.t. Pint ≤Pint_th

(40c)σ 2
d ≥σ 2

dth

(40d)σ 2
vr ≥σ 2

vrth

(40e)0 <Tp < T
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 where Tp is the length of the preamble, θB is the beam direction, and ψ is the beamwidth.
R is the equivalent transmission rate which is formulated as follows:

where α = Tp

T  denotes time fraction of the preamble in a frame.
Pint_th is the interruption probability threshold. The constraints (40b) reflect our 

robustness preference in the design problem. We need first to keep the interruption 
probability at a low level and then, consider maximizing throughput. Since the state 
prediction is based on the sensed parameters, the constraint (40c) and (40c) means that 
we must ensure the estimation is reliable. σd and σvr are the Cramér-Rao lower bound 
(CRLB) of the distance estimation and the radial velocity estimation. σdth and σvrth are the 
corresponding thresholds. σ 2

d can be expressed as [3]

where c is the speed of light, W is the bandwidth, and γs is the sensing SNR, which can be 
approximated as γs = γc

4πd2
× σRCS . σ 2

vr can be expressed as follows:

where � is the wavelength.
Although (40) is a non-convex optimization problem, the solution is simple. We take a 

two-step approach. The design problem is split into two parts and optimized alternatively. 
The first part is 

 The constraint (44b) is highly non-convex due to the complicated formation of Pint . But 
the two optimized variables can both be quantified as θB ∈ RθB and ψ ∈ Rψ , where

in which θ0 is the minimum beam direction resolution, and

in which π
2k

 is the narrowest beamwidth, and k is a positive integer. Iterating over all 
possible values in RθB and Rθψ , we can obtain the optimal solution of (44). It is noted that 
due to the maximum speed limit of the UAV, RθB can be further reduced to lower the 
computational overhead. Therefore, (44) can be solved in constant complexity.

The second part of (40) is constructed as 

(41)R = (1− α)log(1+ γc)

(42)σ 2
d =

3c2

8π2W 3αTγs

(43)σ 2
vr =

3�2

8π2Wα3T 3γs

(44a)max
θB ,ψ

R

(44b)s.t. Pint ≤Pint_th

(45)RθB =
{

(θv , θh)|θv = m× θ0,m = 1, ...,
π

2θ0
; θh = n× θ0, n = 1, ...,

2π

θ0

}

(46)Rθψ =
{

ψ |ψ =
π

2
,
π

4
, ...,

π

2k

}
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Note that σ 2
d  and σ 2

vr are monotonically related to Tp and ψ , so (47) is easy to solve and 
has constant complexity. Alternately solving the two optimization problems one or two 
times, we can obtain the optimal values of Tp , θB , and ψ . The overall complexity of (40) 
is O(1) due to the discretization of the optimization variables. The main computational 
cost of the algorithm lies in the sensing process to obtain the target’s accurate states, as 
discussed in Sect. 2.4.

By solving (40), we can realize the proposed robust beamforming design, including the 
length of the preamble, beam pointing direction, and beamwidth. Fundamentally, the 
CLRB need should be satisfied to realize periodic target sensing. While satisfying the 
interruption constraints, the capacity might be decreased. But it will significantly reduce 
beam recovery overhead and the cost of interruption.

5  Results and discussion
In this section, simulations are shown to verify the performance of our algorithm. The 
real 3D track of the target UAV is generated based on the assumed model as (19), (20), 
and (21) in Sect.  3.1. In this scenario, we can obtain the radial velocity in sensing. It 
provides additional information for the angle estimation and improves the prediction 
performance. Our algorithm can easily be extended to scenarios with other motion 
models as long as the velocity transformation relationship is replaced accordingly. 
The frame duration is set as T = 0.2s , which means the sensing process is performed 
every 0.2  s. The operation frequency is set as fc = 30  GHz, and the bandwidth is set 
as W = 1.76  GHz [7]. We also set the target radar cross-section as σRCS = 2m2 [30], 

(47a)max
Tp ,ψ

R

(47b)s.t. σ 2
d ≥σ 2

dth

(47c)σ 2
vr ≥σ 2

vrth

(47d)0 <Tp < T

Fig. 4 Real-time tracking performance of the target UAV. a The tracks over time. b The distances between the 
predicted locations and the real locations
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a reasonable value for small drones in the millimeter-wave band. To keep track of the 
target UAV, the accurate state information is updated at the start of each frame by the 
sensing algorithm and that of the next frame is predicted at the same time.

Figure  4 shows the tracking performance of our prediction algorithm. The tracks 
over time in 3D view are presented in Fig. 4a, and the corresponding distance estima-
tion differences are depicted in Fig. 4b. The initial velocity of the target UAV is set at 
[5, 5, 0.5] m/s assuming high-speed UAVs [31]. In Fig. 4a, the blue line denotes the actual 
movement trajectory of the UAV. The red line denotes the predicted locations by our 
algorithm over time. And the yellow line is obtained by the traditional GPS-based algo-
rithm as in [11], which uses the locations’ differentials instead of actual velocities. In this 
paper, we only consider the performance gap of algorithms, ignoring possible differences 
in other aspects, such as latency and precision, that are related to practical applications. 
As shown in Fig. 4a, the red line is almost always close to the blue line, while the yellow 
line deviates most of the time. It shows that the GPS-based track performs poorly when 
the UAV changes its direction frequently, while our predicted track almost precisely fits 
the actual track. Similarly, in Fig. 4b, it can be observed that in most cases, our distance 
estimation errors are much smaller than those of the GPS-based algorithm. It is because 
we have introduced an additional dimension of radial velocity, which implies informa-
tion about the direction of the target’s movement. In the middle part of the trajectory 
around the 25th frame, the two algorithms have similar good performance since there 
are few changes in the target’s moving direction. As shown in Fig. 4a, the UAV is flying 
in a nearly straight line, enabling both algorithms to achieve lower estimation errors. It 
is noted that the differences of the predicted track have a slight increase in this part, and 
it is because the change in the value of the speed causes a perturbation to our algorithm.

Figure 5 depicts the changes of interruption probability as in (26). In Fig. 5a, both 
the proposed and GPS-based algorithms as in [11] with different beamwidths are 
simulated, which are presented as solid lines and dashed lines with cross marks sepa-
rately. The x-axis is the standard deviation of the noise σc . As σc increases, the com-
munication SNR γc decreases, and interruption probability increases accordingly 
from 0 to 1. Meanwhile, when the beamwidth decreases by π/4,π/8,π/16 and π/32 , 

Fig. 5 Interruption probability of the communication link. a Comparisons with the GPS-based algorithm. b 
Comparisons with the constant-ω algorithm
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the lines tend to shift toward the right. This is because when the beam gets narrower, 
the beamforming gain increases inversely with the square of beamwidth. Then, SNR 
increases so that it can resist stronger noise. When σc keeps increasing, the interrup-
tion probability of the lines all gradually reaches 1 due to low SNR. On the other hand, 
the lines also tend to shift upwards. It means that wider beams sometimes cause more 
interruptions. The reason is that while narrower beams bring higher SNR, they also 
create additional difficulties in the beam alignment process. The beam coverage area 
is reduced proportionately to the square of beam width, thus decreasing the beam 
alignment probability P(H0) . The interruption probability is then kept at a certain 
level, even if the SNR is high. While the lines of the same color have the same beam-
width, we can see that in each pair, the dashed one usually has a higher interruption 
probability. It shows that our proposed beam design approach can markedly improve 
the stability of the communication link compared to the GPS-based approach since 
we introduce additional radial velocity information, which significantly improves the 
accuracy of position estimation. Also, it is noted that when the beamwidth ψ = π/4 
and π/8 , the pair of lines in blue and red converged together. It is because the beam is 
wide enough to cover almost every possible location of the target UAV, and the slight 
difference in beam direction is not that critical. It also results that when SNR is high 
enough, the interruption probability may reach 0.

In Fig. 5b, we also compared our algorithms with the constant angular velocity algo-
rithm as proposed in [32], which assumes that the target UAV moves with the same 
angular velocity, denoted as ω , as the previous moment. The dashed lines with cross 
marks are replaced with the constant-ω algorithm with the corresponding beamwidth. 
The interruption probability of the constant-ω algorithm shows a similar trend as the 
GPS-based algorithm, i.e., it goes up as the noise increases and shifts toward right and 
up as the beamwidth decreases. It is noted that under the same configuration, the con-
stant-ω algorithm tends to have a higher interruption probability. It is because when the 
target UAV’s movement distance per unit of time is relatively large compared to the dis-
tance from the BS node, its angular velocity usually cannot be maintained relatively con-
stant. As the distance from the base station increases, the performance of this algorithm 
improves, eventually reaching a similar interruption probability as the GPS-based algo-
rithm. However, there is still a significant gap between this algorithm and the proposed 
algorithm due to its lack of additional radial velocity information.

We present changes of R, σ 2
d  and σ 2

vr , that is, the achievable rate, the CLRB of distance 
and radial velocity, over time in Fig. 6. The frame index in the x-axis is selected from 
the same track in Fig. 4 with the distance increasing approximately from 80 to 130 m. 
The y-axis on the left denotes σd and σvr , corresponding to the rising lines, and the 
y-axis on the right denotes R, corresponding to the decreasing lines. The lines with 
the same color share the same percentage of preamble α . As we can see in the figure, 
with the growth of the frame index, as well as the distance of the UAV, the achievable 
rate decreases continuously while the CRLBs increase by a larger order of magnitude. 
It is because the communication SNR γc is inversely proportional to the square of the 
distance, with logarithmic operations afterward. In contrast, the sensing SNR γc is 
inversely proportional to the fourth power of the distance. It proves that in an ISAC 
system, sensing is often much more sensitive to distance than communication. Also, 
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we can see that with α increases from 0.05, 0.1 to 0.2, sensing performance improves, 
and communication worsens since a longer preamble makes low CRLB and squeezes 
communication resources. It’s noted that there are more increases in σ 2

vr than in σ 2
d  

because that longer signal in the time domain typically contributes more to Doppler 
estimation.

6  Conclusion
In this paper, we provide a robust solution for beamforming in UAV communications. 
To solve the problem of frequent communication interruption due to high mobility 
and narrow beam, we propose an ISAC-based framework to realize a robust 
beamforming design. In particular, we introduce additional state information 
obtained from the sensing process, which is realized by the current communication 
preamble. Simulations show that it clearly enhances the state prediction performance. 
Then, based on the predicted states, we formulate the form of interruption probability. 
A robust beamforming design is then presented, satisfying the derived interruption 
probability constraints as well as communication and sensing metrics. Numerical 
results have confirmed that our algorithm is capable of reducing communication 
interruptions.

Appendix A
Subscribing (35) into (36), we can obtain

(48)

P′ = R
�

θvB, θ
h
B

�

· P

=





cos θvB cos θ
h
B cos θvB sin θ

h
B − sin θvB

− sin θhB cos θhB 0

sin θvB cos θ
h
B sin θvB sin θ

h
B cos θvB









x
y
z





Fig. 6 CRLB and achievable rate
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Since (48) is difficult to be simplified, we convert (48) into

Subscribing (49) into (34), we can get

Let R4 = tan
(

ψ
2

)

R3 , and we get

Let R0 = R0

(

θvB, θ
h
B

)

=
(

RT
4 R4 − RT

1 R1 − RT
2 R2

)

 . Since R0 is symmetric, we unfold (52) 

as follows:

where Rij is the element in the ith row and jth column of matrix R0 . Subscribing 






x = d sin θv cos θh

y = d sin θv sin θh

z = d cos θv
 into (53), we get

Let

we get

in which

(49)P′ = R
�

θvB, θ
h
B

�

· P =





R1

R2

R3



P =





R1P
R2P
R3P





(50)







x′ = R1P
y′ = R2P
z′ = R3P

(51)(R3P)
2 tan2

(

ψ

2

)

>

[

(R1P)
2 + (R2P)

2
]

(52)PT
(

RT
4 R4 − RT

1 R1 − RT
2 R2

)

P > 0

(53)R11x
2 + 2R12xy+ 2R13xz + R22y

2 + 2R23yz + R33z
2 > 0

(54)
R11 sin

2 θv cos2 θh + 2R12 sin
2 θv sin θh cos θh+

2R13 sin θ
v cos2 θh + R22 sin

2 θv sin2 θh+
2R23 sin θ

v sin θh cos θh + R33 cos
2 θh > 0

(55)







A = R33

B = R11 cos
2 θh + 2R12 sin θ

h cos θh + R22 sin
2 θh − R33

C = 2R13 cos θ
h + 2R23 sin θ

h

(56)A+ B sin2 θv + C sin θv cos θv > 0

(57)sgn(B) cos
(

2θv + θtemp

)

< X

(58)θtemp = arctan
C

B
, θv ∈ (0,

1

2
π), θh ∈ (0, 2π)
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We denote the solution of (57) as Ra0 . Since the solution of this inequality depends 
heavily on sgn(B) , we first assume B > 0 for the derivation.

We note that if X < −1 , the inequality has no solution, i.e., Ra0 = ∅ . We further 
denote the solution interval of inequality X < −1 as Ra1 . That is, if θh ∈ Ra1 , there is no 
θv satisfying the points in the beam region. Expanding the inequality X < −1 , we get 
that

where

X1,X2,X3, θtemp2,X0 are all related to beam configurations only. The inequality is similar 
in form to (57), so we perform similar derivations. Since the solution of this inequality 
depends heavily on sgn(X1) , we first assume X1 > 0 for the derivation. 

 i. If X0 ≥ 1 , the inequality (61) has no solution. That is, in the case of these beam 
configurations, X > −1 is always true, and (57) always has solutions. In this case, 
Ra1 = ∅.

 ii. If X0 ≤ −1 , the inequality (61) always holds. That is, X < −1 always holds. It 
means that in the case of these beam configurations, the beam region cannot be 
expressed. This cannot be true. So after derivation, X0 > −1 always holds.

 iii. If −1 < X0 < 1 , solve inequality (61) and we can get that 

 Note that since θh ∈ (0, 2π) , the final interval should be Ra1 ∩ (0, 2π) and hence, 
varies with different beam configurations. Due to space limitations, we omit this 
part of the proof.

Given the above, we could obtain Ra1 under different beam configurations. If θh ∈ Ra1 , 
Ra0 = ∅.

If X ≥ 1 , it means that in this interval of θh , all points with θv ∈ (0, 12π) are in the beam 
region. This cannot be true. Therefore, after derivation, we find that X ≤ 1 always holds.

(59)X =
(2A+ B)
√
B2 + C2

(60)X1 cos
2 θh − X2 sin θ

h cos θh + X3 > 0

(61)sgn(X1)cos(2θ
h + θtemp2) > X0

(62)







X1 = R33R11 − R33R22 − R2
13 + R2

23
X2 = −2R33R12 + 2R13R23

X3 = R33R22 − R2
23

(63)θtemp2 = arctan
X2

X1
, X0 = −

2X3 + X1
√

X2
1 + X2

2

(64)
Ra1 =

(

−
1

2
arccos(X0)−

1

2
θtemp2,

1

2
arccos(X0)−

1

2
θtemp2

)

∪
(

π −
1

2
arccos(X0)−

1

2
θtemp2,π +

1

2
arccos(X0)−

1

2
θtemp2

)
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If −1 < X < 1 , the inequality (57) can be normally solved. We denote the solution 
interval of inequality −1 < X < 1 as Rb1 , and there are Ra1 ∪ Rb1 = (0, 2π) and 
Ra1 ∩ Rb1 = ∅ . Solving (57), we get that

Note that since θv ∈ (0, 12π) , the final interval should be Ra0(θ
h) ∩ (0, 12π) , and hence 

varies with different θh intervals. Due to space limitations, we omit this part of the proof.
Now, we can get a clear form of beam coverage

where Rb1 is the solution interval of −1 < X < 1 , and Ra0(θ
h) is the corresponding 

solution interval of (57).
Then, look back at (57), where we assume that B > 0 . The sign of B changes with different 

intervals of θh . Solving the inequality B > 0 , we get an interval of θh , denoted as Ra2 . Due to 
space limitations, the specific form of Ra2 and its overlapping relations with Ra1 are omitted 
here. When θh ∈ Ra2 , BCi can be obtained by the above derivations. But when B ≤ 0 , we 
denote this interval of θh as Rb2 , and there are Ra2 ∪ Rb2 = (0, 2π),Ra2 ∩ Rb2 = ∅ . When 
θh ∈ Rb2 , the derivations are slightly changed: 

 i. Replace X with X ′ = −X in Ra0(θ
h).

 ii. 

 where Ra0 ∪ Rb0 = (0, 12π),Ra0 ∩ Rb0 = ∅.
Similarly, look back at (61), where we assume that X1 > 0 . Actually, the sign of X1 changes 
with different beam configurations. When X1 ≤ 0 , the derivations are slightly changed: 

 i. Replace X0 with X0′ = −X0 in Ra1.
 ii. 

Appendix B
Substitute (18) into (26), there is

After arranging the integral limits of (38), we get that

(65)Ra0(θ
h) =

(

1

2
arccos(X)−

1

2
θtemp,π −

1

2
arccos(X)−

1

2
θtemp

)

(66)BCi =
{

θv , θh|θv ∈ Ra0(θ
h), θh ∈ Rb1

}

(67)BCi =
{

θv , θh|θv ∈ Rb0(θ
h), θh ∈ Rb1

}

(68)BCi =
{

θv , θh|θv ∈ Ra0(θ
h), θh ∈ Ra1

}

(69)P(H0) =
T 2

d20

∫

d0
T

(

2π−θh0

)

− d0
T θh0

∫

d0
T

(

g1

(

θh0+
vh

d0
T

)

−θv0

)

d0
T

(

g0

(

θh0+
vh

d0
T
)

−θv0

)
p0

(

vv , vh
)

dvvdvh
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Based on the (23) and (24), we obtain that

Subscribing (71) into (70), we get that

and the integral region D0 is the region enclosed by

Combining (24) and (20), we further replace vx with vp , vz and get that

After partial derivative for both sides of (24), we get that

Subscribe it into (74), we finally obtain a solvable form that

(70)P(H0) =
T 2

d20

∫ β1

β0

∫ α1

α0

p0

(

vv , vh
)

dvhdvv

(71)

vv = A0v
x + B0v

z + C0

A0 = 0,B0 = −
1

sin θv0
,C0 =

cos θv0
sin θv0

vr

vh = A1v
x + B1v

z + C1

A1 = −
1

sin θh0
,B1 = −

cos θv0 cos θ
h
0

sin θv0 sin θ
h
0

,C1 =
cos θv0 cos θ

h
0

sin θv0 sin θ
h
0

vr

(72)

P(H0)

=
T 2

d20

∫∫

D0

p0
(

A0v
x + B0v

z + C0,A1v
x + B1v

z + C1

)

∣

∣

∣

∣

∣

∂
(

vv , vh
)

∂(vx, vz)

∣

∣

∣

∣

∣

dvxdvz

=
T 2

d20

∫∫

D0

p1(vx, vz)(A0B1 − A1B0)dv
xdvz

(73)

α0 = A1v
x + B1v

z + C1

α1 = A1v
x + B1v

z + C1

β0 = A0v
x + B0v

z + C0

β1 = A0v
x + B0v

z + C0

(74)

P(H0)

=
T 2

d20

∫∫

D1

p1
(

vp, vz
)

(A0B1 − A1B0)

∣

∣

∣

∣

∣

∂
(

vx, vz
)

∂(vp, vz)

∣

∣

∣

∣

∣

dvpdvz

=
T 2

d20

∫∫

D1

p1
(

vp, vz
)

(A0B1 − A1B0)

(

∂vx

∂vp

)

dvpdvz

(75)
∂vx

∂vp
=

vp
√

(

D2 + 1
)

(vp)2 − E2(vz)2 − 2EFvz

(76)

P(H0) = (A0B1 − A1B0)
T 2

d20

∫∫

D1

p
(

vp
)

p
(

vz
)

vp
√

(

D2 + 1
)

(vp)2 − E2(vz)2 − 2EFvz
dvpdvz
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where p(vp) and p(vz) are mutually independent and both follow Gaussian distributions.
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